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A B S T R A C T   

The choice of the aggregation that defines the temporal unit of epidemiological surveillance is part of the more 
theoretical framework of the modifiable temporal unit problem (MTUP). It has been demonstrated that this 
choice influences temporal cluster detection and may lead to false-positive results and poor estimation of 
regression model parameters. In syndromic surveillance (SyS), despite the choice of which temporal aggregation 
to use being crucial, it has not yet been addressed in the literature. In most SyS systems, this choice is driven by 
the frequency of the data collection and/or human resources available, although neither the temporal unit’s 
influence on the performance of anomaly detection algorithms nor on the efficiency of the SyS are known.The 
main objective of our study was to analyze the influence of the temporal aggregation unit on the performances of 
SyS detection algorithms used routinely, according to the characteristics of specific syndromes and outbreaks. 
Simulating daily time series of various syndromes, we tested three different time series aggregation methods. For 
each of four anomaly detection algorithms and their variants, we calculated seven performance indicators and 
multi-criteria scores to guide epidemiologists in their choice of which temporal aggregation of surveillance to 
use. From 19,200 analyzed time series, we observed an effect of temporal aggregation on the performance of the 
detection algorithms tested. Results also showed that the time aggregation unit was linked to the detection al-
gorithm used, and that strong aggregation-algorithm interactions need to be taken into account when deciding 
on which aggregation-algorithm pair to use. Using theoretical data, our study also showed that no one ideal 
aggregation-algorithm pair exists for all contexts when deciding on which temporal unit of surveillance to use, 
and that the choice depends on several parameters.Our results can help public health practitioners choose the 
most appropriate time series aggregation and algorithm according to their specific needs. Finally, the present 
work enabled us to develop recommendations for a One Health project where the same time aggregation type 
and detection method could be used for both human and animal syndromic surveillance data.   

1. Introduction 

Potential threats to human and veterinary public health are usually 
monitored by specific surveillance systems. Traditionally, these systems 
have been based on clinical case reports and programmed screening 
surveillance plans. Since the 1990s, syndromic surveillance (SyS) – 
which initially focused on the detection of bioterrorism events (Paterson 
and Durrheim, 2013) – has been added to this list of systems, in order to 

improve the detection of unexpected/emergent health events (e.g., cli-
matic events like heat waves), and to monitor endemic and seasonal 
diseases (e.g., gastroenteritis, influenza) (Henning, 2004). SyS is defined 
as the real-time or near real-time collection, analysis, interpretation and 
dissemination of health-related data to enable early identification of the 
impact (or absence of impact) of potential human or veterinary public 
health threats that require effective public health action (Henning, 
2004; Triple, 2011). It is mostly based on data initially collected for 
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purposes other than surveillance (Hulth et al., 2009; Brouwer et al., 
2017). Many different SyS systems (SySS) have been implemented in 
several countries, in human (Caserio-Schönemann and Meynard, 2015; 
Heffernan et al., 2004; Salmon et al., 2016; Yan et al., 2013; Wu et al., 
2008) and animal health (Sala et al., 2020; Burkom et al., 2019; Dórea 
et al., 2013) contexts. For example, in France, morbidity data recorded 
by hospital emergency departments for care management purposes, and 
mortality data recorded by the National Institute of Statistics and Eco-
nomic Studies as a demographic indicator, are centralized daily and 
analyzed by the SySS SurSauD (Health surveillance of emergencies and 
deaths), which is managed by the National Public Health Agency (Santé 
publique France) (Caserio-Schönemann and Meynard, 2015). SurSauD 
was developed after the unexpectedly high excess human mortality due 
to the 2003 heatwave in France. More recently, OMAR, the French SySS 
for bovine mortality, analyses the weekly decrease in stock numbers at a 
national level (Sala et al., 2020). These two SySS were developed 
independently and are not interconnected. Using a One Health approach 
to connect these two human and animal SySS may not only increase 
detection of unusual events which affect both humans and animals (e.g., 
events originating from a shared environment), but may also help pre-
vent the outbreaks of zoonotic diseases like West-Nile disease, salmo-
nellosis and Q fever. However, combining the findings of the two 
systems is difficult because they do not use the same spatio-temporal 
resolution. To simplify, “temporal aggregation unit" is considered here 
as the method we used to “cut" the time series in this paper.While sta-
tistical methods for the temporal detection of anomalies (called “un-
usual events" by other authors) (Robertson et al., 2010),(Unkel et al., 
2012; Noufaily et al., 2012; Bédubourg and Le Strat, 2017 Faverjon and 
Berezowski, 2018; Noufaily et al., 2019) have been extensively docu-
mented, the choice of the temporal unit of surveillance has not yet been 
addressed in the literature, despite it being a crucial element for SySS. In 
most SySS, this choice is driven by the frequency of data collection 
and/or the human resources available to interpret the results. However, 
the influence of the temporal aggregation unit is not generally analysed 
for time series monitored for SySS. The choice of which temporal unit to 
use is part of the more theoretical framework of the modifiable temporal 
unit problem (MTUP) raised by (Çöltekin et al., 2011) and described by 
(Cheng and Adepeju, 2014). The MTUP is the result of the influence 
which the choice of temporal unit has on statistical results when 
analyzing time series. (Cheng and Adepeju, 2014) propose considering 
the MTUP as having three components as follows: (i) temporal aggre-
gation, which corresponds to the temporal unit (hour, day, week, etc.), 
(ii) temporal segmentation, which corresponds to the start of each 
temporal unit (for example, if the chosen time unit is the week, it could 
start on Sunday or Monday) and (iii) the boundary effect, which cor-
responds to the temporal frame of a time series: when does it start and 
when does it end? It has been shown that these three effects may lead to 
false-positive results, and to over-estimations or biased estimations of 
regression model parameters (Cheng and Adepeju, 2014; de Jong and de 
Bruin, 2012). To test the sensitivity of the effect of the MTUP, Pereira 
analyzed the number of jobs accessible to the general population when 
using public transportation according to different travel durations 
(Pereira, 2019). He found that a boundary effect existed which could 
lead to partial conclusions and misleading results. Furthermore, (de 
Jong and de Bruin, 2012) analyzed the effect of the MTUP on simulated 
time series of vegetation indices and showed variations in the regression 
results when analyzing vegetation cycles. To date, the MTUP has never 
been considered in SyS and we do not know what influence it has on the 
anomaly detection methods commonly used in SySS.The objective of our 
work was to explore the influence of the temporal aggregation unit on 
the performances of anomaly detection algorithms used in SyS, ac-
cording to the algorithm used and the characteristics of the time series 
and health events in question specifically disease outbreaks. Using 
various simulated time series scenarii, we evaluated the performances of 
five families of algorithms according to three types of temporal aggre-
gation. For realistic purposes, we used the simulation tool developed by 

(Noufaily et al., 2019), which is based on real-world data collected by 
Public Health England (PHE). Their program helps create time series to 
mimic a wide range of infectious diseases (diarrhea, pneumonia, 
influenza-like-illnesses, etc.), non-infectious diseases (cardiac syndrome, 
heat stroke, etc.) and vector-borne diseases (from arthropod or insect 
bites). Moreover, the 16 scenarii proposed by Noufaily et al. combine 
different incidence levels (from 4 to 1000 daily cases), types of sea-
sonality (annual, biannual, quarterly and no seasonality), a 
day-of-the-week effect (one or two week peaks), and trends (from no 
trend to a marked trend). We hypothesized that this diversity probably 
covers the majority of syndromes followed by SySS in human and animal 
health. 

2. Material and methods 

2.1. Time series simulation 

We simulated baselines of daily counts (i.e., time series without 
outbreaks, representing routine variations) using a negative binomial 
distribution of mean μ and variance ϕμ, with a dispersion parameter ϕ≥
1. For each day t, the mean μ(t) was obtained from the following model 
(Noufaily et al., 2019): 

μ(t)

= exp

{

θ + β(t + s) +
∑k1

j=1

{

γ1cos(
2πj(t + s)

52 × d
) + γ2sin(

2πj(t + s)
52 × d

)

}}

+
∑k2

j=1

{

γ3cos(
2πj(t + s)

d
) + γ4sin(

2πj(t + s)
d

)

}}

,

(1)  

where θ is the baseline frequency reports, β is the linear trend, d the-day- 
week recording system (d = 5 or 7), k1 is the seasonality (k1 = 0 corre-
sponding to no seasonality, k1 = 1 and k1 = 2 to annual and biannual 
seasonality, respectively, and k1 = 4 to quarterly seasonality), k2 is the 
weekly pattern (k2 = 0 no specific pattern, k2 = 1 and k2 = 2 to one and 
two weekly peaks respectively), γ1 and γ2 are the seasonal effects, γ3 and 
γ4 represent different intensities of the day-of-the-week effect. The 
values of the parameters for each scenario are available in Table 1 in 
(Noufaily et al., 2019). We generated 100 randomly simulated 7-year 
(2548 days) time series for each scenario. Fig. 1 illustrates the di-
versity of the simulated baselines. 

We added an outbreak event to each simulated time series, in the last 

Table 1 
Default parameters for the detection algorithms and the minimum length of 
historical period needed. All the algorithms are implemented in the R package 
surveillance (Höhle, 2007).  

Detection 
algorithm 

Default parameters Minimum historical 
period 

Farrington flexible w = 3, b = 5, α = 0.01, 
trend=TRUE 

5 years 

EARS NB c.ARL = 5 1 year 
EARS C1 α = 0.01, method= “C1” 7 days/weeks 
EARS C2 α = 0.01, method= “C2” 9 days/weeks 
EARS C3 α = 0.01, method= “C3” 9 days/weeks 
RKI 1a w = 6, “b= 0”, α = 0.01, 

actY=TRUE 
6 weeks/42 days 

RKI 2a w = 6, “b= 1”, α = 0.01, 
actY=TRUE 

1 year 

RKI 3a w = 4, “b= 2”, α = 0.01, 
actY=FALSE 

2 years 

Bayes 1a w = 6, “b= 0”, α = 0.05, 
actY=TRUE 

6 weeks/42 days 

Bayes 2a w = 6, “b= 1”, α = 0.05, 
actY=TRUE 

1 year 

Bayes 3a w = 4, “b= 2”, α = 0.05, 
actY=FALSE 

2 years  

a For RKI 1–3 and Bayes 1–3, we used w = 42 for daily aggregation. 

S. Brilleaud et al.                                                                                                                                                                                                                               



Preventive Veterinary Medicine 203 (2022) 105619

3

49 weeks. The size of each outbreak (m) was generated by a Poisson 
distribution with a mean equal to m×

̅̅̅̅̅̅̅̅̅̅
μ(t)ϕ

√
, t being the day when the 

outbreak started (randomly selected among the 49 last weeks of the time 
series). Four sizes of outbreak were simulated: very small (m = 2), small 
(m = 3), medium (m = 5) and large (m = 10). The mean duration of an 
outbreak depended on its size: from 10.5 days for very small outbreaks 
to 15 days for large ones.In order to create a real-world context, a sup-
plementary day-of-the-week effect was added to each time series 
(Fig. 2). For the 7-day-week scenarii (i.e., when d = 7), we doubled the 
number of cases during weekends, and for the 5-day-week scenarii the 
number of daily cases was multiplied by 1.5 on Mondays and Fridays 
and left equal to zero during week-ends. Additionally, the simulations 
took into account the effect of public holidays similar to the ’weekend’ 
effect, just mentioned: the number of cases were doubled during public 
holidays in the 7-day-week, scenarii and multiplied by 1.5 before and 
after public holidays in the 5-day-week scenarii. 

To ensure comparability of the simulated data with real-world syn-
dromic surveillance data, we corrected time series of scenarios 5, 7 and 
12 by dividing the daily simulated number of cases (in the baseline and 
in the outbreak) by 10 or 100 depending on how unrealistically high 
they were compared with what was observed by PHE. 

The time series were simulated using R 3.6.3 (R Core Team, 2021). 
The R code, largely based on that developed by (Noufaily et al., 2019), is 
available on GitHub at: https://github.com/SophieBrd/SyS_data_si 
mulation_MTUP_study. 

2.2. Statistical analysis 

2.2.1. Temporal aggregation units 
We compared three types of temporal aggregation units corre-

sponding to two surveillance frequencies:  

• no aggregation, corresponding to a daily analysis of the gross daily 
count (Figs. 3a and 3b)  

• a 7-day moving aggregation (daily moving segmentation) with a 
daily analysis of the sum of 7 days (i.e., the 6 previous days plus the 

current day), so the value at day t corresponded to t: Mt =
∑t

i=t− 6
xi 

(where xi is the number of cases at day i), see Figs. 3c and 3d  
• a weekly aggregation with a Monday-Sunday aggregation and an 

analysis each Monday, corresponding to the sum of seven daily 
counts from the preceding week (Figs. 3e and 3f). 

2.2.2. Statistical detection algorithms 
We tested five families of algorithms, with different tuning param-

eters, leading to 11 detection algorithms, all available in the R package 
’surveillance’ (Höhle, 2007):  

• Farrington Flexible: expected values are estimated from a 5-year- 
long historical period, using the following quasi-Poisson regression 
model: 

log(μi) = θ + βti + δj(ti) (2)  

where j(ti) is the seasonality parameters of the time unit ti with j(t0) 

Fig. 1. Representation of one time series among the 100 simulated series for each scenario, in number of cases per day.  
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= 0 and δ0 = 0. In this model a trend is always adjusted, even if it is 
not statistically significant. Then an excess score is calculated. An 

alarm is raised when the excess score X =
y0 − μ̂0

U− μ̂0 

is greater or equal to 

1, with y0 being the observed value, μ̂0 the expected value, and U the 
100(1 − α) quantile of the normal distribution. For the present study, 
we chose α = 0.01. To reduce the effect of past outbreaks in the 
baseline, a weight was assigned to each value of the baseline. The 
Farrington Flexible algorithm differs from the original Farrington 
algorithm in the way these weights are calculated (Noufaily et al., 
2012; Farrington et al., 1996)  

• Early aberration reporting system (EARS) C1, C2, C3: EARS is an 
anomaly detection method used when limited baseline data are 
available (Hutwagner et al., 2003). The search for an anomaly uses a 
predicted value, which depends on the EARS parameterization. We 
used 3 parameterizations: C1-Mild, C2-Medium and C3-Ultra (from 
C1 the least sensitive, to C3 the most sensitive). Under the null hy-
pothesis (i.e., when there is no outbreak), the three random variables 
C1, C2 and C3 (defined below) follow a normal distribution of mean 
0 and standard deviation 1. An alarm is raised at time t when C1t, C2t 
and C3t are greater than a threshold value corresponding to the 
(1 − α) quantile of a normal distribution of mean 0 and standard 
deviation 1. C1 is obtained with the following formula: 

C1t =
xt − x1t

S1t
(3)  

with xt corresponding to the observed value of day t, x1t =
1
7

∑t− 7

i=t− 1
xi 

the mean counts of the baseline and S12
t = 1

6
∑t− 7

i=t− 1
(xi − x1t)

2 is the 

variance. C2 is calculated as: 

C2t =
xt − x2t

S2t
(4)  

with xt corresponding to the observed value of day t, x2t =
1
7

∑t− 9

i=t− 3
xi 

the baseline mean counts and S22
t = 1

6
∑t− 9

i=t− 3
(xi − x2t)

2 is the variance. 

C3 is obtained as: 

C3t =
∑t− 2

i=t
max{0,C2t − 1} (5)  

EARS is usually used for weekly data and is known to have trouble 
handling seasonality effect (Fricker et al., 2008).  

• EARS NB are count data charts combined with Poisson regression 
and binomial regression, based on the generalized likelihood ratio. In 
this method, time series are modeled with Poisson or negative 
binomial regression models. The detection problem is treated in a 
statistical process control (SPC) framework: the stopping rule used in 
CUSUM methods (which is usually based on the likelihood ratio) is in 
the generalized likelihood ratio (GLR) form. The GLR is estimated 
using Monte Carlo sampling. The EARS NB method is fully described 
in (Höhle and Paul, 2008).  

• RKI 1, 2, 3: these algorithms were developed at the Robert Koch 
Institute. They evaluate time-points by comparing them with an 

Fig. 2. From scenario 1, 5, 6, 7, 13 and 14, the daily mean counts were calculated for every week of the 100 simulations of each scenario.  
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upper limit (threshold) value. The latter is calculated from different 
reference values according to the RKI algorithm:   
– RKI 1: the reference values correspond to the case numbers over 

the previous six weeks  
– RKI 2: the reference values correspond to the case numbers over 

the six weeks preceding the current value and the case numbers for 
13 weeks from the previous year, specifically 6 weeks before and 6 
after the current week (i.e., distributed symmetrically around the 
comparable time unit from the previous year of the current time- 
point)  

– RKI 3: 18 reference values are needed: nine weeks from the year 
preceding the current time-point year and nine from two years 
preceding the current time-point year (also symmetrical around 
the comparable time unit of the current time-point) 

The algorithm calculates the mean count μ from the reference values. 
If μ is greater than 20, the threshold is obtained as: upCI = μ + 2σ, 
where σ2 is the variance of the reference values. If μ is smaller than 
20, the threshold value corresponds to an upper limit of a Poisson 
distribution confidence interval (Höhle, 2007). If the current 
time-point value is greater than the threshold value, an alarm is 
raised  

• Bayes 1, 2, 3: these algorithms need reference values to calculate the 
(1 − α) quantile of a predictive posterior negative binomial 

distribution as a threshold. The binomial negative distribution of 
parameters r and p depends on: r the sum of observed values during 
the historical period and p the number of observed values. The way 
to use the historical period to calculate the reference value for each 
Bayes algorithm is the same as for the RKI algorithms: Bayes 1 uses 
the same way to calculate the reference value as RKI 1, Bayes 2′s 
reference value is calculated from the same historical period as in 
RKI 2, and so on. For Bayes 1, 2 and 3, the α value is fixed at 0.05 
(Höhle, 2007). 

For all of theses algorithms, the α value was intrinsic to the algo-
rithm, fixed and constant. The default parameters associated with each 
algorithm in the R Surveillance package are described in Table 1. 

2.3. Performance measures and analysis 

We computed the following indicators for each time series: .  

• the number of true positives (TP), i.e., the number of time units (i.e., a 
day or a week) for which an alarm was raised when an outbreak was 
simulated during the time unit;  

• the number of false positives (FP), i.e., the number of time units with 
an alarm when no outbreak was simulated in the unit, 

Fig. 3. Daily aggregation (top), 7-day-moving aggregation (middle) and weekly aggregation (bottom) for scenarii 6 and 10 and a medium outbreak size (red line).  
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• the number of true negatives (TN) i.e., the number of time units for 
which no alarm was raised when no outbreak was simulated during 
the time unit,  

• the number of false negatives (FN), i.e., the number of time units 
without an alarm when an outbreak was simulated in the unit. 

and calculated seven performance measures for each algorithm and time 
series:  

• Sensitivity (Se) calculated as Se = TP∕(TP + FN) and corresponding to 
the probability of an alarm being raised during an outbreak,  

• Specificity (Sp) calculated as Sp = TN∕(TN + FP) and corresponding 
to the probability of an alarm not being raised when there was no 
outbreak. We also calculated the False positive rate (FPR), equals to 
1 − Sp, 

• Positive predictive value (PPV) as PPV = TP∕(TP + FP) and corre-
sponding to the probability of an outbreak when an alarm was raised, 

• F1-measure as F1 = 2 × (Se × PPV)∕(Se + PPV), which is the har-
monic mean of PPV and sensitivity,  

• Probability of detection (POD) as a binary measure equals 0 when an 
outbreak was not detected or 1 when an outbreak was detected for 
each time series,  

• Timeliness as the proportion of a simulated outbreak that was missed 
before an alarm was raised: timeliness = (ρ − 1)∕δ, where ρ is the 
rank of the day when the first alarm was raised (from 1 for the first 
day of the outbreak to X, the last day of the outbreak), where δ is the 
duration of an outbreak. The value of timeliness goes from 0 (i.e., 0% 
of the outbreak has been missed (or equivalently an alarm was raised 
on the first day of an outbreak) to 1 (i.e., 100% of the outbreak was 
missed). 

We used multivariate regressions (with a Poisson or negative bino-
mial distribution in case of overdispersion), to evaluate the effect of the 
time aggregation unit on each of the seven performance measures, 
taking into account the algorithm, characteristics of the time series, and 
size of the outbreak (Bédubourg and Le Strat, 2017; Barboza et al., 2014; 
Buckeridge et al., 2008). The daily aggregation, Farrington Flexible al-
gorithm, very small outbreaks, no seasonality, one weekly peak and no 
trend, were all used as the reference categories. We calculated the 95% 
confidence intervals using robust estimation of standard errors. We 
added an interaction between the temporal aggregation and detection 
algorithm. The regression analyses were performed using Stata 14.2 
Anon (StataCorp, 2015). 

2.3.1. Multi-criteria analysis through a performance score 
SySS designers face multiple objectives that may conflict and involve 

trade-off decisions. We have therefore provided the following multi- 
criteria score to help resolve these trade-offs. SySS users generally 
want to receive timely and relevant alarms. For this purpose, we 
considered three major performance measures: sensitivity, PPV and 
timeliness. We calculated a score weighting these performance mea-
sures: 

Score(wSe,wPPV ,wtime, a, tau)
= wSe × Se(a, tau) + wPPV × PPV(a, tau)

+wtime(1 − Timeliness(a, tau)),
(6) 

were Se(a, tau) was the average sensitivity for the detection algo-
rithm a and the time aggregation unit tau, PPV(a, tau) the average PPV, 
Timeliness(a, tau) the average timeliness, wSe the weight allocated to the 
mean sensitivity, wPPV the weight allocated to the mean PPV, and wTime 
the weight allocated to the average timeliness. For each (wSe, wPPV) pair, 
we selected the (a, tau) combination of an algorithm and a time aggre-
gation unit pair for which the score was maximal. Timeliness was 
weighted at 1 while sensitivity and PPV had weights ranging from 0.1 to 
10 on a log10 scale. Results were plotted, as represented in Fig. 4. This 
representation allowed us to show how the optimal choice of algorithm, 
according to the temporal aggregation unit, changes with the weighting 
of sensitivity, PPV and timeliness. Fig. 4 provides an algorithm com-
parison context for all 3-way inequality relationships among sensitivity, 
PPV and timeliness. As a result, the Fig. 4 can be divided in 6 different 
zones, described in the legend. Even though timeliness’ weight is fixed 
to 1, it is possible to choose an algorithm that favors timeliness over 
sensitivity and PPV: when PPV and sensitivity weight are less than 1 
(zone a and zone b for example in Fig. 4). We also represented how the 
choice of the temporal aggregation unit changed for each detection al-
gorithm we used in this study. 

3. Results 

We simulated and analyzed a total of 19,200 time series (16 
scenarii × 100 simulated time series × 4 sizes of outbreaks × 3 tempo-
ral aggregations). Table 2 provides the mean value of the 7 performance 
measures, according to the time aggregation unit and detection algo-
rithm used. Sensitivity ranged from 9%, for EARS C1 with daily aggre-
gation, to 73% for Bayes 3 with 7-day moving aggregation. Specificity 
ranged from 71%, for Bayes 2 in daily aggregation, to 99% for the 
Farrington Flexible algorithm in daily and weekly aggregation. PPV 

Fig. 4. Schematic representation of the multi-criteria choice of algorithm and temporal aggregation unit, based on the relative weights given to sensitivity, PPV and 
timeliness (fixed to 1). Each letter corresponds to a zone with a particular weight combination: for example zone a corresponds to a timeliness weight greater than the 
sensitivity weight which in turn is greater than the PPV weight. 
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ranged from 5%, for Bayes 1 in daily aggregation, to 72% for Farrington 
Flexible in weekly aggregation. F1-measure ranged from 7% (EARS C1 
in daily aggregation) to 38% (Farrington Flexible in daily and weekly 
aggregations). POD ranged from 44%, for EARS C3 in daily aggregation, 
to 99% for Bayes 2 and 3 in daily aggregation. FPR ranged from 1% 
(Farrington Flexible with weekly aggregation) to 29% (Bayes 2 in daily 
aggregation). Timeliness ranged from 2%, for Bayes 2 in 7-day moving 
aggregation, to 66% for EARS C3 in daily aggregation. For a given 
detection algorithm, we observed differences in the mean value of per-
formance measures according to the time aggregation unit. For example, 
for the Farrington Flexible algorithm, sensitivity ranged from 33% in 
weekly aggregation to 40% in daily aggregation. Timeliness ranged from 
33% in weekly aggregation to 56% in 7-day moving aggregation. Mean 
PPV ranged from 5% in daily aggregation to 72% in weekly aggregation 
type. Fig. 5 represents the results of the multivariable regression model 
for sensitivity, PPV and timeliness. As these three characteristics are the 
most common performance measures used by epidemiologists, and with 
a view to simplifying the reading of this article, we chose to only show 
results for these three performance measures. The results for PPV, F1- 
measure, FPR and POD can be found in the appendix. We observed an 
effect of the time aggregation unit for all the performance indicators 
measured. Daily aggregation had higher sensitivity than 7-day moving 
aggregation (ratio = 0.97) and weekly aggregation (0.74) for a similar 
detection algorithm, scenario (or time series characteristics) and 
outbreak size. Furthermore, sensitivity varied with the detection algo-
rithm: the use of Bayes 2 and Bayes 3 increased the sensitivity by 24% 
and 38%, respectively. Seasonality, strong weekly patterns (i.e., k2 = 2 
in Eq. (1)) and trends decreased sensitivity, as did dispersion and 
baseline frequency reports (i.e., θ in equation (1)). Sensitivity ratios 
increased with outbreak size: from 14% for small outbreaks to 40% for 
large outbreaks. PPV was also influenced by time aggregation unit. 
Indeed, weekly aggregated time series increased PPV of 34% and 7-day 

moving aggregated time series decreased PPV. Compared with the 
Farrington Flexible algorithm, the use of other algorithms decreased 
PPV. Time series characteristics had influence on PPV; for example, a 
trend in a time series decreased PPV of 69%. As the outbreak size 
increased, PPV also increased: from 24% for small outbreaks to 85% for 
big outbreaks. With regard to timeliness (Fig. 5), in our data set the use 
of weekly aggregation decreased the proportion of missed outbreaks. 
The choice of the detection algorithm also influenced timeliness, with 
EARS C1, C2 and C3 being slower to detect an outbreak than the Bayes, 
RKI and EARS NB algorithms. Moreover, timeliness was more influenced 
by time series characteristics than specificity and sensitivity: timeliness 
decreased with increased dispersion, while it increased for all season-
ality types (up to 93% for biannual seasonality (Table ATable 1)). 
Finally, timeliness decreased with the increase in outbreak size. 
Considering performance measures separately, we observed that to 
maximize sensitivity, the best match was the Bayes 3 algorithm paired 
with a 7-day moving aggregation. To maximize the PPV, the best match 
was the Farrington Flexible algorithm paired with weekly-segmented 
time series. The Bayes 2 and 3 algorithms coupled with daily counts 
and weekly aggregation minimized timeliness. An Excel file containing 
the regression model estimations for all performance measures is 
available in supplementary data. 

With regard to the performance score for sensitivity, PPV and time-
liness, results are presented in Fig. 6 for each type of time aggregation. 
For the daily aggregated time series, only 2 of the 11 detection algo-
rithms are represented in the graph (Bayes 3 and Farrington Flexible), 
meaning that the other 9 algorithms were not optimal for any weighting 
combination. When the same weight was allocated to sensitivity, PPV 
and timeliness, Bayes 3 had the best score. When promoting timeliness 
(weight 10 times greater than sensitivity and PPV weights), Bayes 3 had 
the best score. When PPV and timeliness were both more important than 
sensitivity, Bayes 3 and Farrington Flexible had the best score. When 

Table 2 
Mean performance measures observed according to time aggregation type and anomaly detection algorithm.    

Performances measures 

Time aggregation Detection algorithm Sensitivity Specificity PPV F1-Measure FPR POD Timeliness  

Farrington flexible  0.40  0.99  0.53  0.38  0.02  0.72  0.44  
EARS NB  0.28  0.89  0.40  0.14  0.11  0.96  0.14  
EARS C1  0.09  0.97  0.16  0.07  0.03  0.55  0.53  
EARS C2  0.13  0.97  0.22  0.10  0.03  0.58  0.51 

Daily aggregation EARS C3  0.11  0.99  0.28  0.10  0.02  0.44  0.66  
RKI 1  0.20  0.87  0.05  0.08  0.13  0.88  0.25  
RKI 2  0.21  0.89  0.12  0.12  0.11  0.90  0.24  
RKI 3  0.34  0.90  0.18  0.15  0.10  0.89  0.25  
Bayes 1  0.43  0.72  0.05  0.09  0.28  0.99  0.09  
Bayes 2  0.53  0.71  0.07  0.11  0.29  0.99  0.08  
Bayes 3  0.60  0.72  0.08  0.13  0.28  0.99  0.08  
Farrington Flexible  0.37  0.98  0.48  0.34  0.02  0.68  0.56  
EARS NB  0.41  0.97  0.34  0.34  0.03  0.93  0.22  
EARS C1  0.26  0.92  0.10  0.14  0.08  0.93  0.18  
EARS C2  0.44  0.83  0.08  0.13  0.17  0.95  0.16 

7-day moving aggregation EARS C3  0.46  0.81  0.08  0.13  0.19  0.95  0.23  
RKI 1  0.29  0.90  0.11  0.15  0.10  0.92  0.19  
RKI 2  0.42  0.95  0.26  0.30  0.05  0.90  0.24  
RKI 3  0.66  0.88  0.24  0.32  0.12  0.92  0.22  
Bayes 1  0.43  0.91  0.19  0.25  0.09  0.89  0.23  
Bayes 2  0.63  0.86  0.19  0.28  0.14  0.95  0.02  
Bayes 3  0.73  0.83  0.18  0.27  0.17  0.96  0.17  
Farrington flexible  0.33  0.99  0.72  0.38  0.01  0.69  0.33  
EARS NB  0.23  0.93  0.30  0.22  0.07  0.75  0.27  
EARS C1  0.30  0.92  0.24  0.24  0.08  0.70  0.32  
EARS C2  0.42  0.84  0.22  0.26  0.16  0.68  0.33 

Weekly aggregation EARS C3  0.39  0.83  0.20  0.23  0.17  0.60  0.45  
RKI 1  0.34  0.89  0.19  0.23  0.11  0.75  0.27  
RKI 2  0.30  0.97  0.53  0.31  0.03  0.66  0.36  
RKI 3  0.38  0.97  0.57  0.37  0.03  0.73  0.29  
Bayes 1  0.48  0.77  0.16  0.22  0.23  0.85  0.17  
Bayes 2  0.54  0.83  0.22  0.29  0.17  0.90  0.12  
Bayes 3  0.51  0.83  0.28  0.35  0.17  0.93  0.09  
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PPV and sensitivity were weighted greater than timeliness, the use of the 
Farrington Flexible algorithm had the best score. Finally, when PPV was 
1–10 times more important for a user than both sensitivity and timeli-
ness, Farrington Flexible had the best score. Fig. 7 shows the score from 
a type of time aggregation perspective for each detection algorithm 
considered. For example, for the Bayes 1 algorithm, weekly aggregation 
prioritized sensitivity over PPV and timeliness. Conversely, 7-day 
moving aggregation was optimal when PPV was the priority. Finally, 
when timeliness was the most important performance measure, daily 
aggregation had the best score. Another representation of the multi- 
criteria score is available in supplementary materials (S5 and S6) 
where sensitivity and PPV weight range from 0.001 to 1000. 

4. Discussion 

The main objective of our study was to explore the effects of the 
temporal segmentation and the time unit on the detection of temporal 
anomalies in syndromic surveillance. Our results showed that the mean 
values of the seven performance indicators tested depended both on the 
time aggregation unit and the detection algorithm used. In addition, for 
a given detection algorithm, substantial differences in the mean per-
formances existed according to the time aggregation unit used. This 
study was designed to help public health practitioners implement sta-
tistical algorithms to detect anomalies using data from a syndromic 
surveillance system. One important question for epidemiologists is how 
best to aggregate a time series. This study shows that there is no one 
ideal aggregation unit/algorithm pairing that can be proposed, as the 
optimal pairing depends on several parameters, specifically the 

characteristics of the time series and of the anomaly in question (e.g., 
outbreak/anomaly size) as well as the objective of the detection (do we 
want it to be sensitive, specific, or both?; do we want to obtain good 
timeliness?, etc.). The use of simulated times series helped us to control 
and explore parameters which potentially influence time series and 
outbreak characteristics. This approach is recognized as the best way to 
assess the performances of detection algorithms. While previous studies 
used simulated datasets (Noufaily et al., 2012; Enki et al., 2016; 
Noufaily et al., 2019; Bédubourg and Le Strat, 2017; Hutwagner et al., 
2005; Fricker et al., 2008), or real data (Faverjon et al., 2019; Jackson 
et al., 2007) to create temporal series, all studies specifically looking at 
outbreaks used only simulated data in order to create a gold standard for 
calculating performance parameters of detection algorithms. The pre-
sent simulation allowed us to explore the wide range of time series di-
versity encountered in real-world SySS. Although the parameters of the 
scenarios were estimated using human data, some also mimic animal 
data, as described in Perrin et al. (2010) and analyzed by OMAR (Sala 
et al., 2020). We included time series with or without trends associated 
with different weekly patterns (Fig. 2). The variations in the daily 
number of cases (from fewer than 10 cases a day in scenario 11 to 
approximately 1000 cases a day in scenario 1) and day-of-the-week ef-
fects, reflected the diversity of the different real-world temporal ag-
gregations observed. These variations enabled us to evaluate the 
behavior of the detection algorithms according to different case 
numbers. The characteristics of the times series did not strongly affect 
the sensitivity of the detection algorithms, irrespective of the aggrega-
tion unit. On the contrary, PPV and more particularly timeliness was 
more influenced by trends and seasonality, the early detection of an 

Fig. 5. Sensitivity, PPV and timeliness ratios for each covariate, taking into account interactions between time aggregation unit and detection algorithm. Green 
points correspond to covariates used as a reference. 
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outbreak becoming increasing difficult when trends and complex sea-
sonality were present. This latter finding is an important result, given 
that the objective of an SySS is early detection of anomalies and given 
that trend and seasonality are frequent in real-world time series (tem-
poral variation of an at-risk population, increasing diagnostic capabil-
ities, seasonality of many diseases, mortality, etc.). As expected, the 
increasing size (level and duration) of an outbreak positively influenced 
the sensitivity and timeliness of the detection algorithms assessed. 
Nevertheless, the simulated outbreaks were quite short in duration 
(maximum three weeks long). It would be interesting to examine 
different parameters to vary the duration and size of outbreaks, in 
particular to explore the efficiency of monitoring long-term outbreaks 
with the problem of baseline contamination (Shmueli and Burkom, 
2010). The time aggregation unit influenced the performance of the 
detection algorithms for all time series and outbreak characteristics. 
However, the aggregation unit affected the seven performance measures 
in different ways (see Fig. 5 and supplementary material). This fact led 
to complex results and no single answer to the question of what the best 
time aggregation unit-detection algorithm pair to use is. Accordingly, 
users have to choose the performance measures that are most suitable 
for their particular SySS. Also, in this study we chose to calculate the 
F1-measure as it combines both sensitivity and PPV. It could be inter-
esting to also consider a sensitivity analysis with Fβ for multiple values of 
β in a later study. Indeed, the Fβ function is a generalization of the 
F1-measure where a weight β is chosen such that sensitivity is consid-
ered β times as important as PPV. We examined sensitivity, PPV and 
timeliness, which are the three most commonly used performance in-
dicators in public health surveillance; we encourage the reader to con-
sult the results presented in the supplementary material. Each 
performance measure provides different information and they comple-
ment each other. Furthermore, in Figs. 6 and 7 we propose a visual aid 
which takes into account all three of these measures, to help epidemi-
ologists and other SySS users choose the best temporal aggregation unit 
and a detection algorithm according to their context. 

In this study, we chose to present the optimal combinations of time 
aggregation unit and detection algorithms with our simulated data set. 

These optimal combinations we presented in Figs. 6 and 7 may be linked 
to the characteristics of the time series we simulated. Also, the multi- 
criteria score we calculated is based on the mean sensitivity, timeli-
ness and PPV observed for the 16 scenarii. As a result, the optimal 
combination of time aggregation unit-detection algorithm is given for 
the 16 scenarii and may be different if we would be interested in only 
one scenario among the 16 we simulated or in a completely different 
kind of time series. The supplementary table S2 allows a reader to search 
for a combination according to the different time series characteristics. 
The choice of which statistical algorithm to use is also not an obvious 
one, as dozens of methods exist which can be tuned by modifying several 
parameters (such as the α-value). We chose a selection of algorithms, 
with fixed parameters, from all those available in order to simplify the 
analysis. In Table 2, we found out that the F-measures for weekly ag-
gregation and for the two daily aggregations are numerically compa-
rable, but one should not conclude that weekly surveillance is adequate 
if daily results are available and public health response measures are 
feasible on a daily basis. Moreover, the sensitivity-PPV tradeoff between 
Farrington Flexible and Bayes 3 gives the impression that Bayes 3 is 
preferable if investigation resources are unlimited and sensitivity is 
paramount, but even then the poor timeliness for Bayes 3 may nullify the 
sensitivity advantage. There may be data environments where Bayes 3 
should be adopted because timeliness is much better, but such choices 
require periodic system updates and available expertize. If the cost of 
false alarms is important, Farrington Flexible is clearly superior except 
in systems where the algorithm choice may be tailored to specific time 
series. Although Bayes 2 and 3 had the best sensitivity and timeliness, 
they could not manage the day-of-the-week effect. The reason for this 
shortcoming is that calculation of the threshold values in the Bayes al-
gorithms is based on a simple sum of historical values to calculate the 
threshold value - which corresponds to (1-α) quantile of a predictive 
posterior negative binomial distribution. For example, as scenario 1′s 
day-of-the-week effect was very strong (almost doubling the daily cases 
every weekend), the Bayes 2 and 3 raised alarms every weekend in the 
daily aggregation for this scenario. The other types of time aggregation 
unit overcame the day-of-the-week effect while the 7-day moving counts 

Fig. 6. Multi-criteria choice of the algorithm for each time aggregation unit, according to the relative weight given to sensitivity, PPV, and timeliness.  
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was a good compromise as it enabled data to be analyzed on a daily basis 
with a controlled day-of-the-week effect. We recommend associating 
Bayes 2 and 3 with 7-day moving aggregated time series to ensure good 
timeliness performance to control for the day-of-the-week effect, and to 
analyze data on a daily basis.Finally, it would be interesting to try 
different parameters to vary the duration and size of outbreak, and to 
use other algorithms to evaluate the effect of temporal aggregation unit 
on combinations of different algorithms. 

Our study only focused on the temporal component of a surveillance 
system. We did not examine the spatial component, which is a very 
important element, as a spatial correlation between anomalies of in-
terest often exists. Complementing the MTUP, the modifiable areal unit 
problem (MAUP) addresses spatial aggregation, which may also impact 
the statistical results (Openshaw, 1981). The continuation of this work 
on temporal data should study the effect of the MAUP on the detection of 
anomalies in SyS first of all using simulated data. 
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